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AI-Driven Personalization
 Supporting AI-Human collaboration via AI artifacts  that can

 understand relevant properties of their users (e.g.needs/states/abilities)
 personalize the interaction accordingly
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 Substantial research for several decades
• Recommender systems
• Smart homes
• Personalized Health 
• Assistive technology
• Intelligent Tutoring Systems (ITS)

 Explosion of interest in recent years because of the 
new AI renaissance 
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How to preserve  transparency, user control and trust?



Explanations of AI-driven Systems

 Explainable AI  (XAI): can we increase AI interpretability, 
transparency, trust by enabling AI systems to explain their 
behaviors
 for model developers 
 for end users

 Some results that explanations can be useful [e.g., Herlocker et 
al., 2000; Lawlor et al., 2015, Wang et al 2018, work from this group].

 But also evidence that they are  not always wanted or 
effective [e.g. Herlocker et al, 2000, Bunt et al., 2012; 2007. Millecamp et al 2019, 
Putnam and Conati, 2019]

One-size-fits-all AI explanations do not work



Vision:  Personalized XAI
• Intelligent systems that understand to whom, when and 

how to provide explanations of their behaviors.
• Good UI  tools to interact with the  explanations



Forms of Personalization
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how to provide explanations of their behaviors.

• Good UI  tools to interact with the  explanations

Why?
How?

Why Not?
What if?

Vision:  Personalized XAI



Vision:  Personalized XAI

Forms of Personalization
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how to provide explanations of their behaviors.
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Current Work
Investigate role of long-term user traits in Personalized 
XAI: personality  traits and cognitive skills

Hints in an Intelligent Tutoring System (ITS)
Music Recommendations

Some exciting results on explanations for  
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AI-Driven Hints for the ACSP Tutor 
12

[Amershi and Conati 2009; Kardan et al., 2012; 2015;  Fratamico et al., 2017; Lallé et al., 2020, 2021]

Adaptive CSP (ACSP)
You rarely use Direct arc click to 
tell AC-3 which arc to work on.

Why don’t you give it a try?

You are often using  Auto Arc-
consistency to make the graph 
arc consistent

Please consider other option 
available in the applet

• The Adaptive CSP Applet (ACSP) helps students learn with an interactive 
simulation for a constraint satisfaction algorithm

• Detects when students are not using the simulation well for learning

• Generates AI-driven hints to guide a student towards behaviors effective 
for learning



Personalization Loop  in ACSP

Input
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Explaining ACSP  Hints

The ACSP  hints improve 
student learning
[Kardan and Conati, CHI 2015]

Could these hints be even more effective if the system 
can explain why and how they were generated?

Adaptive CSP (ACSP)

Does this depend on specific student characteristics?

Conati et al., AI Journal 2021

You rarely use Direct arc click 
to tell AC-3 which arc to work 
on.

Why don’t you give it a try?



Personalization Loop  in ACSP
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The Use Modeling Framework
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Explaining ACSP Hints: Underlying AI

Predicted 
Low

Learning

Extract rules describing 
distinguishing interaction 
patterns in each cluster

Groups together 
students that have 
similar interaction 
behaviors

Discourage ineffective 
behaviors and support 
more effective ones 

Interpret in terms of
learning
• Performance Measures
• Experts
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Explaining ACSP Hints: Underlying AI

Behavior Discovery

User ClassificationAdaptive Hints Selection



 Iterative: accessible at different levels, at user’s will.
 Truthful: conveying an accurate description of relevant 

mechanisms.
 Not overwhelming

You are often using “Auto 
Arc Consistency” to solve 
the CSP

Please consider other 
options available in the 
applet

Design Criteria for Explanations
[Kulesza et al., 2015].



You are often using “Auto 
Arc Consistency” to solve 
the CSP

Please consider other 
options available in the 
applet

 Iterative: accessible at different levels, at user’s will.
 Truthful: conveying an accurate description of relevant 

mechanisms.
 Not overwhelming



Explanations in ACSP Tutor



Explanations in ACSP Tutor



My goal is to help you use the ACSP applet to your full potential.

I have been tracking your actions [why, 7] and noticed various patterns 
[why, 10] which caused me to predict that you are not learning from the 
ACSP applet effectively (low learning) [why, 12]. One of your actions, 
auto solving the ACSP 5 times, made me present this hint to you.

Why am I delivered 
this hint? 

Why are the rules 
used for 

classification? 

Why am I predicted 
to be low learning? 



User Study

With Explanations

Compared the effectiveness of the ACSP hints

Without Explanations

Why I am delivered 
this hint?

Checked for the possible impact of various user traits



Two groups worked with 
the ACSP with and 
without explanation

Test users for 
possibly relevant
user 
characteristics

User Study

Questionnaires on 
perception of hints
and explanations

 Explanation: N = 24;
 Control: N=16

 5 Factor Personality 
Traits

 Need for Cognition 
(N4C)

 Reading Proficiency 
 Perceptual speed, 

Visual working memory

Effect of explanations
• Perception of AI-driven hints
• Learning  (learning gains from pre to posttest)

Tracked participants gaze 
with a Tobii T120



Explanations and Hints Perception
 Significant effects of explanations on Intention to use, 

Helpfulness, Trustworthiness of Hints

Explanation

Control

Intention to Use Helpfulness Trust



Impact of Individual Differences

Lower N4C       Higher N4C

 Users with higher Need for 
Cognition (N4C)  show higher  
attention to explanations than 
lower N4C users

 Consistent with higher N4C 
relating to enjoying effortful  
cognitive activities 

 Possible personalization:
 encourage interaction  with  

explanations for low N4C users 



Lower Consc Higher Consc

Impact of Individual Differences
 Interaction effect of explanation and Conscientiousness 

(Consc) on learning gains

27

 Users with lower Consc learn 
more with explanations
 Less if they have higher Consc

 Explanations provide motivation 
for lower Consc users to follow 
the hints?

 Possible personalization:
 Encourage interaction with 

explanations for low Consc
users 



Lower Consc Higher Consc

Impact of Individual Differences
 Interaction effect of explanation and Conscientiousness 

(Consc) on learning gains
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 Users with lower Consc learn 
more with explanations
 Less if they have higher Consc

 Explanations provide motivation 
for lower Consc users to follow 
the hints?

 Possible personalization:
 Encourage interaction with 

explanations for low Consc
users



Personalization Loop  in ACSP

Input
•Interface Actions

Learning 

Suboptimal interaction 
behaviors
Conscientiousness 
Need for Cognition

Hints
Hint 
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Personalized Instruction 
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Learner  Model



Testing Personalized Explanations
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Encourage interaction with explanations for Low Consc,  Low 
N4C students (Bahel et al. UMAP 2024, arXiv:2403.04035)

Instead of explanations being 
on-demand

Why I am delivered 
this hint?

The explanation interface is opened upfront 
when a hint is given

The window on the 
right tells you why 
you are delivered 
this hint

Students are prompted to stay if they try to 
leave the explanation  interface  too early

 Significant increased attention to explanations
 Significant positive effect on learning



Similar Results with a Different ITS

Intelligent Virtual Agents 2023

• Evidence that personalizing explanations of the ITS 
suggestions to student learning attitude (performance vs 
learning oriented) improves learning



Similar Results for a Music Recommender System 

• Evidence that  some personality  traits and cognitive skills 
impact explanation effectiveness [Millecamp et al., IUI 2019, UMAP 2020

• Insights on how to personalize explanations to these user traits]

• Evidence that the personalization works [Millecamp et al., UMUAI J. 2022]



Conclusions and Future work

33

What’s next?
 Real-time classification of the relevant user characteristics

 Run similar studies with different applications and
stakeholders

 Look at short-term user states (e.g., emotions, cognitive load)

 Investigate interplay between user characteristics and 
explanation properties (e.g. type, level of detail, delivery 
method)

Initial evidence for the need to personalize AI explanations to 
long-term user traits
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